Attenuated behavioral and brain responses to trust violations among assaulted adolescent girls
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1. Introduction

Assaultive violence exposure is a significant problem among adolescents due to both its prevalence and its conferred risk for negative outcomes. The National Survey of Adolescents found a national prevalence rate of 47% for exposure to physical assault, sexual assault, or witnessed violence among adolescents aged 12–17 (Kilpatrick et al., 2000, 2003). Exposure to assaultive violence among adolescents is strongly associated with (1) an increased risk for mental health disorders, including posttraumatic stress disorder (PTSD), depression, and substance use (Kilpatrick et al., 2000, 2003; Wolitzky-Taylor et al., 2008; Danielson et al., 2009; Cisler et al., 2011b, 2011a, 2012) and (2) an increased risk for subsequent exposures to assaultive violence in later adolescence and adulthood (Cougle et al., 2009; Cisler et al., 2011b).

Betrayal trauma events, which are characterized by an assault that violates or betrays an extant interpersonal trust relationship between the perpetrator and victim, seem to pose a particular psychosocial risk. When they occur in childhood and adolescence, these events are associated with a greater incidence of high-betrayal assaultive events in later life (Gobin and Freyd, 2009), suggesting a pre- or post-morbid deficit in correctly evaluating (i.e., learning) trustworthiness of conspecifics and social situations and/or adaptively responding to violations of trust. In support of this, prior studies have found that young adult women with prior exposure to interpersonal violence demonstrated greater thresholds for judging social situations as risky and reported less response effectiveness in risky social situations (Wilson et al., 1999; Gidycz et al., 2006; Yeater et al., 2010, 2011; Yeater and Viken, 2010). It has also been found that adults who retrospectively reported high betrayal trauma demonstrated greater errors in detecting violations to rules involving social exchange and/or safety precaution (DePrince, 2005). Collectively, these behavioral findings suggest that exposure to interpersonal or assaultive violence is associated with an impairment of cognitive processes that underlie social decision-making and that this impairment is a possible cognitive mechanism by which assault victims become predisposed to revictimization. The present study sought to further investigate this association between exposure to interpersonal violence and impaired social decision-making by using a functional magnetic resonance imaging (fMRI) social contingency “trust” learning paradigm. This novel task manipulated the differential trustworthiness of same-sex
conspecific faces in order to observe and compare assaulted and non-assaulted girls according to their behavioral and neural responses to violations of social expectations.

Based on existing literature concerning social-cognitive differences among assault victims, we hypothesized that interpersonal assaultive violence exposure among adolescent girls would be associated with diminished behavioral and brain responses to social expectancy violations—that is, when a conspecific behaves contrary to what prior behavior would predict. Reduced reactivity to unexpected behavior could provide one possible mechanism through which prior assault exposure alters social decision-making processes to confer risk for future victimization. For this initial exploratory study, we focused here on adolescent girls, a potentially vulnerable population, given that (1) adolescence marks a time of increased social, cognitive, and neural development (Casey et al., 2005; Guroglu et al., 2009; Blakemore, 2012; Blakemore and Robbins, 2012; Crone and Dahl, 2012), making adolescence a critical time period during which assault exposure could impact these developmental processes, and (2) girls are at greater risk for mental health problems following trauma relative to boys (Danielson et al., 2009). Furthermore, based on an accumulation of cognitive and neurobiological research on reinforcement learning and prediction error processing (Behrens et al., 2007; Rushworth and Behrens, 2008; d’Acremont et al., 2009; Bossaerts, 2010; Harris and Fiske, 2010; Jones et al., 2011), we expected a network of coactivated brain regions including striatal, insular, anterior cingulate, and ventromedial prefrontal cortical regions to be activated for expectancy violations for controls and less active (relative to controls) among the assaulted sample, given our hypothesis of diminished reactivity to social expectancy violations.

### 2. Methods

#### 2.1. Participant recruitment and assessment

Participants were recruited from the general community and from trauma specialty outpatient clinics. Exclusionary criteria for the study included major medical conditions, psychotic disorders, and internal ferromagnetic objects precluding MR scans. Thirty-six adolescent girls, aged 12–16, consented, fulfilled all inclusionary criteria for the study, and completed all study procedures. Six participants, however, were excluded from analyses due to excessive head movement causing intractable residual signal artifact in their functional imaging data. This reduced our effective sample size to 30 adolescent girls. See Table 1 for a complete description of demographic and clinical characteristics of the sample.

Direct assaultive violence exposure was assessed via the trauma assessment section of the National Survey of Adolescents (Kilpatrick et al., 2000, 2003; Cisler et al., 2012), designed to assess both the incidence and characteristics of discrete types of physical assault, physical abuse, and sexual abuse. When the presence of a form of assault was affirmed (i.e., an event had occurred meeting the criteria of physical or sexual abuse/assault), a series of more detailed follow-up questions were asked to further characterize the instance(s) of assault (e.g., the frequency, location, and identity of perpetrator). Participants’ past and current mental health statuses were assessed using the K-SADS inventory (Kaufman et al., 1997) and their clinical and social functioning was measured through both self-rated and caregiver-rated assessments. Caregivers completed the Child-Behavior Checklist (CBCL) (Achenbach, 1991), which provided measures of social problems, depression symptoms, and aggressive behavior. Participants completed the UCLA PTSD Index–Adolescent (Steinberg et al., 2004), which provided measures of posttraumatic stress disorder (PTSD) symptom severity. All participants’ Verbal IQs were assessed via the Receptive One-word Vocabulary Test (Brownell, 2000).

We characterized assault exposure using two methods. (1) We used a dichotomous assault exposure variable (i.e., assaulted vs. non-assaulted) to assess an effect of assault exposure per se. (2) To test for an effect of assault severity, we used a variable representing the severity of each participant’s assault exposure history. While past epidemiological studies have used a scalar assault severity variable consisting of the sum of the different types of assaultive events to which the individual was exposed (Neuner et al., 2004; Kolassa et al., 2010b; Cisler et al., 2011b, 2012), in our sample the distribution of this scalar assault variable was right

---

### Table 1

Demographic and clinical characteristics of the sample according to both dichotomous and ordinal assault categorizations.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Girls with history of assault exposure (n=14)</th>
<th>Girls with high assault exposure severity (n=8)</th>
<th>Girls with low assault exposure severity (n=6)</th>
<th>Girls with no assault exposure (n=16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (y)</td>
<td>15.1 (1.1)</td>
<td>15.4 (0.74)</td>
<td>14.7 (1.5)</td>
<td>14.6 (1.1)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>64% Caucasian</td>
<td>88% Caucasian</td>
<td>33% Caucasian</td>
<td>69% Caucasian</td>
</tr>
<tr>
<td>Direct assaults</td>
<td>7% African–American</td>
<td>0% African–American</td>
<td>0% African–American</td>
<td>0% African–American</td>
</tr>
<tr>
<td>% Sexually assaulted</td>
<td>7% Hispanic</td>
<td>0% Hispanic</td>
<td>17% Hispanic</td>
<td>0% Hispanic</td>
</tr>
<tr>
<td>% Physically assaulted</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Age at first assault exposure</td>
<td>7.4 (3.4)</td>
<td>6.0 (2.6)</td>
<td>9.3 (3.7)</td>
<td>n/a</td>
</tr>
<tr>
<td>Time since most recent assault exposure (y)</td>
<td>12.3 (3.0)</td>
<td>13.6 (2.3)</td>
<td>10.5 (3.1)</td>
<td>n/a</td>
</tr>
<tr>
<td>% Assault(s) perpetrated by acquaintance</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>n/a</td>
</tr>
<tr>
<td>% Assault(s) perpetrated by Stranger</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>n/a</td>
</tr>
<tr>
<td>Current PTSD</td>
<td>21%</td>
<td>38%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Past PTSD</td>
<td>36%</td>
<td>50%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Current GAD</td>
<td>21%</td>
<td>25%</td>
<td>17%</td>
<td>7%</td>
</tr>
<tr>
<td>Past GAD</td>
<td>7%</td>
<td>13%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Current MDD</td>
<td>15%</td>
<td>25%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Past MDD</td>
<td>31%</td>
<td>50%</td>
<td>0%</td>
<td>14%</td>
</tr>
<tr>
<td>Current alcohol abuse</td>
<td>14%</td>
<td>25%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Past alcohol abuse</td>
<td>29%</td>
<td>50%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Current substance abuse</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
<td>0%</td>
</tr>
<tr>
<td>Past substance abuse</td>
<td>14%</td>
<td>13%</td>
<td>17%</td>
<td>0%</td>
</tr>
<tr>
<td>Substances tried</td>
<td>2.3 (1.8)</td>
<td>2.8 (2.2)</td>
<td>1.7 (1.0)</td>
<td>0.2 (0.5)</td>
</tr>
<tr>
<td>Previous psychological or psychiatric treatment</td>
<td>57%</td>
<td>75%</td>
<td>33%</td>
<td>25%</td>
</tr>
<tr>
<td>UCLA PTSD symptoms</td>
<td>25.3 (20.3)</td>
<td>37.3 (12.2)</td>
<td>9.3 (18.0)</td>
<td>2.1 (4.4)</td>
</tr>
<tr>
<td>CBCL anxious-depressed</td>
<td>5.9 (3.1)</td>
<td>8.4 (5.6)</td>
<td>2.7 (2.4)</td>
<td>2.3 (2.4)</td>
</tr>
<tr>
<td>CBCL aggressive behavior</td>
<td>11.4 (8.7)</td>
<td>13.0 (6.4)</td>
<td>9.2 (11.4)</td>
<td>3.1 (3.4)</td>
</tr>
<tr>
<td>CBCL social problems</td>
<td>3.4 (3.0)</td>
<td>4.3 (2.7)</td>
<td>2.3 (3.1)</td>
<td>1.8 (1.8)</td>
</tr>
<tr>
<td>Verbal IQ</td>
<td>100.4 (11.3)</td>
<td>100.8 (9.3)</td>
<td>99.8 (14.4)</td>
<td>104.6 (19.3)</td>
</tr>
</tbody>
</table>

**Note:** Matching superscripts between columns for each row indicate significant between-group differences (p < 0.05). Values in parentheses indicate SD.
skewed. To improve the normality of this distribution, we instead calculated an ordinal assault exposure severity variable to test for a linear relationship between assault exposure severity and dependent measures of interest. This variable was defined as 0=no assault exposures ($n=16$), 1=one or two exposures ($n=6$), and 2=three or more exposures ($n=8$).

### 2.2. fMRI task

All participants engaged in an identical social learning task in which they were given a hypothetical cache of money (initialized at $50). In each trial, $10 of their money was invested by the computer pseudorandomly to one of three neutral female faces (from the published NimStim facial stimuli set (Tottenham et al., 2009)). The face either kept the money ($-\$10$) or returned twice as much ($+\$20$) back to the participant. After each of the 96 trials, participants rated which face was the most trustworthy. Participants were instructed to track which face over the course of the entire experiment was the most trustworthy. Fig. 1 indicates two potential trial sequences. To manipulate the differential trustworthiness of the faces, each of the three faces, for the first 48 trials, gave the money back to participants a predetermined percentage of trials, 80, 50, and 20%, respectively (e.g., face 1 gave participants’ money back 80% of the time across the first 48 trials). After the initial 48 trials, face 1 and face 3’s percentages switched such that face 1 henceforth gave back only 20% of the time and face 3 80% of the time, thereby violating previously established behavioral expectancies and creating a high conflict epoch. The last 24 trials were excluded from analyses to focus on conflict and prediction error processing rather than reversal learning (see Supplementary Fig. 1 for more detailed behavioral analyses and further explanation for excluding of the last epoch). The trials in which face 1 (the overall most trustworthy face) took

![Fig. 1](image-url)
participants’ money were modeled as unexpected negative outcomes, and the trials in which face 3 (the overall least trustworthy face) gave participants money back were modeled as unexpected positive outcomes. Conversely, trials in which face 1 gave participants money were modeled as expected positive outcomes, and trials in which face 3 took participants’ money were modeled as expected negative outcomes. However, because the first six trials at the beginning of the experiment occurred before expectations could have reasonably been formed and therefore represented a learning acquisition phase rather than an expectation phase, they were excluded from expectation analyses and modeled as a separate regressor. We excluded the first six trials (as opposed to the first five or seven, etc.) because they were counterbalanced across faces such that the first six trials comprised the first two trials of each face—an effort to conserve experimental power without compromising the validity of the experimental manipulations.

2.3. Image acquisition and preprocessing

Imaging data were acquired using a Philips 3T Achieva X-series MRI system with an eight-channel head coil (Philips Healthcare, USA), with functional images acquired at a final resolution of 3 x 3 x 3 mm³ with a repetition time of 2000 ms. See Supplementary materials for a detailed description of acquisition parameters and preprocessing steps.

2.4. fMRI analyses

Explicit deconvolution was conducted to estimate the hemodynamic response function (HRF) for each individual participant at each voxel for each task condition, using regression with 7 cubic splines over the 12-s interval following the onset of each stimulus. The first and last time point estimates were constrained to zero in order to ensure neurophysiologically plausible shapes of the HRF. This approach was used to account for the wide range of inter- and intra-individual variability of the HRF. The areas under the curve (AUC) of each individual’s estimated HRFs were calculated using a numerical integration function and transformed into percent signal change to compare across voxels, task conditions, and participants (Urry et al., 2006; Greene et al., 2007; Borst et al., 2010).

Contrasts between different conditions were computed to compare relative percent signal change as a function of task manipulation. To test our social expectancy violation hypothesis, the contrasts of interest were those comparing unexpected and expected outcomes. Specifically, we tested for effects of unexpected relative to expected takes (i.e., trust violations), unexpected relative to expected gives, and unexpected relative to expected outcomes collapsed across both valences. We tested for differences between assault exposure status and each contrast of interest using a series of whole-brain robust regression analyses (Wager et al., 2005), which provided t-tests of the beta coefficient values for the control group (i.e., the intercept) and for the difference between the control and assaulted groups. Separate regression analyses were conducted for the dichotomous assault exposure variable and the ordinal assault severity variable. Using AFNI software (Cox, 1996), we set a corrected alpha level of p < 0.05 with cluster-thresholding (Forman et al., 1995). In this procedure, we first estimated the amount of spatial smoothing (from 3dFWHMx) in the residuals of the data (from 3dREMLfit). This estimate is then used in Monte Carlo simulations implemented in 3dClustSim (with 10,000 iterations), which demonstrated that a cluster size of 38 contiguous voxels surviving an uncorrected p-value of 0.005 would yield a corrected p < 0.05.

3. Results

3.1. Demographic results

There were no differences between assaulted and control groups on dimensions of age, IQ, and ethnicity. The assaulted group demonstrated higher rates of PTSD, alcohol abuse, substance use, and caregiver-rated aggressive, anxious-depressed, and socially problematic behavior (see Table 1).

3.2. Behavioral results

Participants’ trial-by-trial trustworthy response choices (Supplementary Fig. 2) indicate, among assaulted and control subjects, a clear preference toward face 1 in the first half of the experiment. In the epoch occurring directly after the reversal, subjects’ responses were more volatile—lending support to our categorization of the third epoch as high conflict. Response times (RTs) during the response trials were also recorded and used as a measure of cognitive conflict (i.e., greater RT indicates greater conflict between prior expectations and the observed outcome on the current trial). RT bias scores were created to indicate conflict on trials with unexpected versus expected outcomes, with separate bias scores for positive versus negative expectancy violations. RT bias scores were significantly different (t(28) = −2.14; p = 0.041) between the dichotomized groups (assaulted vs. non-assaulted girls) during trust violations such that assaulted girls demonstrated significantly less RT bias during unexpected take versus expected take trials (Supplementary Fig. 1).

3.3. fMRI contrast results

3.3.1. Testing an effect of trust violations among controls

Given the novelty of the current study’s task and the uniqueness of our sample, it is relevant to define normative brain activity among control adolescent girls during task contrasts in order to facilitate the interpretation of group comparisons. For the trust violation contrast (unexpected takes–expected takes), controls demonstrated activity in bilateral anterior insula (AI), perigenual anterior cingulate cortex (pgACC), dorsomedial prefrontal cortex (dmPFC), and left visual cortex (Supplementary Fig. 2; see Supplementary Table 1 for more detailed descriptions of clusters). To test the effects of trust violations controlling for the effects of expectancy violations per se (i.e., in order to test the specificity of trust violation effects), we created a negative versus positive expectancy violation contrast [(unexpected takes–expected takes]–[unexpected gives–expected gives]). For this contrast (that is, for trust violations specifically), controls demonstrated activity in dmPFC (XYZ = −2, 41, 18, peak t(28) = 3.67, cluster size = 50) (Supplementary Fig. 3).

3.3.2. Testing for between-group differences during trust violations

When testing for differences in brain activation as a function of assault exposure per se (i.e., using the dichotomous assault variable to test for between-group differences) during unexpected–expected takes, we found clusters of lesser activity among the assaulted group in the perigenual ACC, right superior temporal gyrus (STG), and bilateral insulae (see Supplementary Table 1 for more detailed descriptions of clusters).

We next tested for a linear effect of assault exposure using the ordinal assault variable (coded as 0 = no assaults, 1 = one or two assaults, 2 = greater than two assaults) for the same trust violation contrast. This yielded significant clusters in pgACC and mPFC, bilateral AI, and left dorsal striatum that all negatively scaled with assault severity (Fig. 2; Supplementary Table 1 for % signal change of clusters, stratified across ordinal labels, for which there was a significant linear relationship). Performing the same analysis with a contrast collapsed across the valence of unexpected outcomes (i.e., unexpected takes combined with unexpected gives), we observed a significant cluster in the right hippocampus that scaled negatively with assault exposure severity (XYZ = 23, −20, −13, peak t(28) = −4.90, cluster size = 55) (Supplementary Fig. 5). Comparing the effects of negative versus positive expectancy violations to test for specificity of the unexpected outcomes (i.e., (unexpected–expected takes)–(unexpected–expected gives), we found a cluster in the dmPFC (XYZ = 8, 53, 18, peak t(28) = −4.49, cluster size = 38) that negatively scaled with assault severity (Supplementary Fig. 3). We found no significant findings of a priori theoretical interest for the unexpected–expected gives contrast. Refer to Supplementary Table 1 for a complete description of findings across all analyses.
Comparisons and overlaid onto a high-spatial-resolution anatomic image (i.e., N27). Table 1. Statistical parametric map is thresholded at 2.75 to correct for multiple and \( t \)-cluster size maps revealing a common cluster in the left AI (performed a conjunction analysis on the two statistical spatial maps). To determine the voxels that significantly scaled with both assault exposure severity and RT bias scores, we performed a conjunction analysis on the two statistical spatial maps revealing a common cluster in the left AI (Supplementary Fig. 6a).

### 3.3.3. Regression with RT bias scores

RT bias scores (RT on unexpected trials minus RT on expected trials) as a continuous variable was also used as a regressor for the unexpected take versus expected take contrast, and we found a cluster in the left AI (XYZ\(=\)−47, 11, 6, peak \(t\)(28)=3.84, cluster size=48) that scaled positively with greater RT bias scores (Supplementary Fig. 6a). To determine the voxels that significantly scaled with both assault exposure severity and RT bias scores, we performed a conjunction analysis on the two statistical spatial maps revealing a common cluster in the left AI (XYZ\(=\)−47, 17, −4, cluster size=17).

### 3.4. Mediation analyses

Given the observations of (1) a relationship between assault severity and RT bias, (2) a relationship between assault severity and activity in the anterior insula, and (3) a scalar relationship between RT bias and activity in left AI during unexpected takes, we performed a mediation analysis for left insular activity using the clusters identified in the conjunction analysis above. This model tested whether altered recruitment of left AI operated as a mediating mechanism between assault and attenuated RT bias. Following the standard mediation model (Baron and Kenny, 1986), these analyses included paths A (the effect of the independent variable on the mediator), B (the effect of the mediator on the outcome controlling for the independent variable), and C (the effect of the independent variable on the outcome). To quantify these paths, assault exposure severity was regressed onto % signal change AUC estimates of clusters in the AI, and activity of the AI was regressed on RT bias scores after statistically partitioning the effect of paths A onto paths B. The indirect effect of assault exposure severity on RT bias through left AI was calculated as the sum of the products of the A and B paths. To test the significance of the indirect path, we implemented a bootstrapping method with 10,000 iterations and calculated the lower and upper bounds of the 95% CI of the indirect effect term (Mackinnon et al., 2007). This demonstrated a significant indirect mediation effect of assault exposure on RT bias through altered left AI activity (indirect effect\(=-\)184.69, 95% CI\(=-\)332.72 to \(-\)36.67, Supplementary Fig. 6b).

### 3.5. Relationship with clinical variables among the assaulted group

Given that the assault group also differed from the control group in clinical symptoms (see Table 1), we conducted a subsequent exploratory analysis to test whether the altered brain responses identified among the assaulted group during the unexpected versus expected take contrast were related to clinical symptom severity (e.g., substance use, aggressive behavior) within the assault group. We defined regions of interest (ROIs) in the pgACC, right and left AI, and left IFG from clusters identified in the whole-brain regression analysis results using the ordinal assault variable. Table 2. We determined that the number of hypothesised we tested, we used a False Discovery Rate (FDR) control (Genovese et al., 2002). Among the assaulted girls only, assault severity scores (i.e., the total number of assaultive events to which the individual was exposed (Neuner et al., 2004; Kolassa et al., 2010a, 2010b) were found to be negatively related to activity in both left and right AI (\(r\)(12)=−3.38, \(p_{\text{FDR-corrected}}<0.05\); \(t\)(12)=−3.38, \(p_{\text{FDR-corrected}}<0.05\), respectively). Additionally, CBCL-rated aggressive behavior was negatively related to activity in the left IFG (\(t\)(12)=−3.915, \(p_{\text{FDR-corrected}}<0.05\). Of the 14 assaulted participants, eight had either received psychological/psychiatric treatment in the past or currently; thus, we also used robust regression to examine the effect of treatment history on brain function within these ROIs. There was no difference between groups (treatment history vs. no treatment history) on activation within any of the ROIs (\(p_{\text{FDR-corrected}}>0.40\)).

### 4. Discussion

To the investigators’ knowledge, this is the first neuroimaging study of social learning among adolescent victims of assaultive violence. The results of this study demonstrate that (1) assault victims exhibit both reduced behavioral and brain responses to trust violations, (2) the greater the severity of assault exposure, the lesser the magnitude of these brain responses, and (3) this reduced brain activity mediated the reduced behavioral responses among the assaulted group. Additionally, that assaulted adolescent girls’ reduced AI activity during trust violations was predictive of greater presence of mental health-related symptoms (e.g., aggressive behavior) suggests the clinical relevance of the current findings; specifically, these observations suggest that reduced brain activity during trust violations might be indicative of poorer clinical functioning. Improved mental health outcomes might be potentiated by cognitive behavioral interventions that specifically target social decision-making by, for instance, incorporating risk assessment and risk reduction techniques into therapies (Danielson et al., 2010, 2012).

In the context of biological psychiatry and clinical neuroimaging research, we believe the current study’s findings emphasize the context dependence of clinically meaningful behavioral and neural differences among people who are at risk for or are diagnosed with psychopathology. For instance, anxiety disorders – and in particular PTSD – have been broadly associated with hyperactivity in cingulate and insular regions (Frewen et al., 2008; Pitman et al., 2012). Indeed, we found that in an overlapping sample as that of the current study assault exposure among adolescent girls was associated with greater activity, during an emotion-processing task, in a frontocingulate ‘salience’ network.
composed primarily of loadings in the anterior insular cortex and dorsal and perigenual anterior cingulate cortex (Cisler et al., 2013). This suggests that the vulnerable population of assaulted adolescents do not demonstrate broad, uniform changes in brain activity but rather exhibit dynamic, context-sensitive or domain-specific changes. Furthermore, corresponding to the aforementioned differences in hyper- versus hypo-activity, there has been relatively widespread evidence that anxiety disorders, including PTSD (Cisler et al., 2011), are generally associated with greater relatively widespread evidence that anxiety disorders, including mentioned differences in hyper- versus hypo-activity, there has been activity but rather exhibit dynamic, context-sensitive or domain-

negative outcome was, either implicitly or explicitly, expected. Accordingly, they would generate preemptively expect a negative outcome from the otherwise presumably trustworthy face 1. Accordingly, they would generate no prediction error when face 1 takes their money because this negative outcome was, either implicitly or explicitly, expected. This expectancy bias could be an adaption of the assaulted girls in response to seemingly unpredictable, severely negative social outcomes (e.g., assaultive events). This general negative expectancy bias would still be compatible with the increased risk for revictimization observed among interpersonal violence victims. For example, it could be the case that chronic general negative evaluations of other conspecifics leads to difficulty in navigating complex social environments, such as discriminating between ‘safe’ and ‘unsafe’ conspecifics depending on situational contexts or dispositional characteristics. An alternative explanation is that assaulted girls could fail to assign salience, informational value, and/or significance to unexpected negative behavior. This desensitization could also function as an adaptation to volatile social (familial, community) environments and a history of interpersonal trust violations (e.g., assaultive events perpetrated by family members and acquaintances, as were the cases for the current study’s entire sample). Future research should seek to more specifically characterize and localize the cognitive etiologies of these group differences. Despite the etiology, however, these data might provide a potential mechanism explaining the high rates of revictimization among assault victims. That is, the failure to generate a prediction error signal when a presumably trustworthy individual behaves in a socially negative manner (whether due to alterations in forming expectations or in prediction error processing) could potentially explain how a victim may fail to detect and avoid risky social situations. Indeed, past research has found that young adult women with victimization histories have higher thresholds for judging social situations as risky (Gidycz et al., 2006; Yeater et al., 2010; Yeater and Viken, 2010). However, because the current study’s findings among assaulted girls were demonstrated to be related to assault severity and the more severely assaulted girls by definition had been revictimized more frequently, it is not possible to infer causality between these two related findings. That is, the observed differences among assaulted girls could be a neurocognitive consequence of revictimization, a neurocognitive mechanism of revictimization, or a non-causally-related neurocognitive correlate of assault. Any of the three interpretations, however, is clinically relevant and might indicate a need to incorporate procedures to improve judgments of socially risky situations into treatments for trauma-related psychiatric conditions in order to reduce the likelihood of revictimization and improve clinical outcomes (Danielson et al., 2010, 2012).

4.1. Study limitations

While novel and promising in terms of recommending future research among victims of interpersonal violence, the current study is not without limitations. That all of the severely assaulted girls (ordinal label of 2) and none of the mildly to moderately assaulted girls (ordinal label of 1) were exposed to sexually assaultive events introduces an ambiguity as to whether effects observed as a function of assault severity were in part also due to sexual assault exposure. Although this possibility reduces the discriminative validity of the current study’s findings, it highlights a need to examine both main and interaction effects of different types of assault. Another potential limitation of the current study concerns the psychiatric composition of our sample (i.e., the uneven distribution of psychiatric diagnoses among the sample). What might be a limitation of the study’s internal validity, however, might also be – to the extent the sample represented a real-world population of assaulted adolescents who rarely demonstrate complex assault histories without also demonstrating complex psychological profiles including pre-, co-, and post-morbid psychiatric disorders – a strength of the study’s external validity and clinical relevance. Furthermore, the current exploratory study’s sample of assaulted adolescents was relatively small, highlighting the need for replication and extension in future studies.
The cross-sectional design of the study precludes inferences as to whether the observed differences associated with assault were caused by assault exposure or due to pre-existing characteristics among the assaulted group. Regardless of this inability to infer causality, prior research indicates that assaulted adolescents are a significantly at-risk sample for mental health disorders (Kilpatrick et al., 2000, 2003; Wolitzky-Taylor et al., 2008; Danielson et al., 2009; Cisler et al., 2011a, 2012) and revictimization (Coulge et al., 2009; Cisler et al., 2011b), and while this study cannot determine whether the observed differences were due to assault specifically, our results do suggest significant behavioral and brain differences in this vulnerable population which can potentially help explain the increased risk observed in this population.

Notwithstanding the study's limitations, the results support the hypothesis of diminished behavioral and brain responding to trust violations among adolescent female victims of assaultive violence.
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