Altered neural encoding of prediction errors in assault-related posttraumatic stress disorder
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ABSTRACT

Posttraumatic stress disorder (PTSD) is widely associated with deficits in extinguishing learned fear responses, which relies on mechanisms of reinforcement learning (e.g., updating expectations based on prediction errors). However, the degree to which PTSD is associated with impairments in general reinforcement learning (i.e., outside of the context of fear stimuli) remains poorly understood. Here, we investigate brain and behavioral differences in general reinforcement learning between adult women with and without a current diagnosis of PTSD. 29 adult females (15 PTSD with exposure to assaultive violence, 14 controls) underwent a neutral reinforcement-learning task (i.e., two arm bandit task) during fMRI. We modeled participant behavior using different adaptations of the Rescorla-Wagner (RW) model and used Independent Component Analysis to identify timecourses for large-scale a priori brain networks. We found that an anticorrelated and risk sensitive RW model best fit participant behavior, with no differences in computational parameters between groups. Women in the PTSD group demonstrated significantly less neural encoding of prediction errors in both a ventral striatum/mPFC and anterior insula network compared to healthy controls. Weakened encoding of prediction errors in the ventral striatum/mPFC and anterior insula during a general reinforcement learning task, outside of the context of fear stimuli, suggests the possibility of a broader conceptualization of learning differences in PTSD than currently proposed in current neurocircuitry models of PTSD.

1. Introduction

Posttraumatic stress disorder (PTSD) is a psychological disorder characterized by hyperreactivity to threatening stimuli, avoidance behavior, and reexperiencing of a traumatic event (DSM-5). While trauma exposure is common, the lifetime prevalence of PTSD among adults is only about 10% (Kessler, 2000). The naturalistic course of PTSD symptom trajectories following trauma begins with elevated symptoms that naturally remit over time; conversely, in chronic PTSD the symptoms fail to remit naturally and patients continue exhibiting features of heightened fear responses (Steenkamp et al., 2012). Indeed, a hallmark characteristic of PTSD is the failure to learn to extinguish fear responding to trauma stimuli (Rothbaum and Davis, 2003). Experimental models aim to understand this phenotype through reinforcement learning (i.e., classical conditioning) paradigms (Lissek et al., 2014; Zeidan et al., 2012).

Reinforcement learning is a type of associative learning that involves forming predictive relationships between a cue (e.g., yellow light) and an outcome (e.g., foot shock). Exposure therapy is a gold standard psychological treatment for PTSD and is presumed to work via the mechanisms of reinforcement learning (i.e., extinction) to help the patient form new, safe memories of a previously harmful stimulus (Foa, 2011; Rothbaum and Davis, 2003). Experimental models, specifically fear extinction models, rely on reinforcement learning paradigms to understand fear responses in patients with PTSD and anxiety disorders (Duits et al., 2015; Lissek et al., 2009; Milad et al., 2009). Many neurocircuitry models of PTSD specifically emphasize fear extinction as a key deficit in the disorder (Norholm et al., 2011; Rauch et al., 2006). Further, there is ample evidence to suggest that individuals with histories of childhood abuse and PTSD demonstrate disrupted reinforcement learning and deficits in extinction of conditioned fear memories (Cisler et al., 2015; Pechtel and Pizzagalli, 2013; Peri et al., 2000). While it is relatively well established that individuals with PTSD demonstrate altered learning for fear-related stimuli, the degree to which the differences in fear learning and extinction in PTSD are due to a more general learning deficit rather than specific deficit related to...
threat-detection and fear learning is unclear.

The competing hypothesis that PTSD is characterized by general deficits in reinforcement learning mechanisms would predict that individuals with PTSD also show differences in learning associations with non-fear related stimuli. Though there is sufficient evidence of impaired performance by individuals with anxiety disorders (including PTSD) on cognitive tasks in the presence of threatening stimuli (Bishop et al., 2004; Cisler et al., 2011; McNally et al., 1990), evidence also exists for a broader conceptualization of learning differences in PTSD. A past study from our group showed that learning deficits may apply to social situations when women with PTSD demonstrated greater encoding of negative expected social outcomes in the medial prefrontal cortex (mPFC) and slower learning rates than controls in a simulated trust game (Cisler et al., 2015). In a similar study with adolescent girls, assault history was negatively correlated with activity in the anterior insula, indicating that girls with a history of assault differentially encode negative social outcomes (Lenow et al., 2014). Results for neurocognitive assessments in PTSD similarly suggest a broader conceptualization of learning differences. Several studies suggest lower IQ is associated with risk for PTSD (Breslau et al., 2013; Macklin et al., 1998; Saltzman et al., 2006; Vasterling et al., 1997) and verbal learning, sustained attention, and working memory are especially impaired in adults with PTSD (Scott et al., 2015; Vasterling et al., 2002). These results pointing to an overall cognitive deficit in individuals with PTSD lead to the prediction of a general reinforcement learning deficit in PTSD.

This study aims to test explicitly the hypothesis that PTSD is characterized by a broader deficit in learning of associations between stimuli outside of the context of fear-relevant stimuli by evaluating performance of women with PTSD and healthy controls on a neutral associative learning task. We used a network-level approach to examine the relationship between PTSD and reinforcement learning mechanisms. Several neural networks operate during learning, including the frontoparietal cognitive control network, which mediates a diverse set of executive functions (Niendam et al., 2012) and supports tasks with high processing demands (Cole and Schneider, 2007). An additional network, consisting of the mPFC and ventral striatum, is implicated in decision-making (Kable and Glimcher, 2009) and, along with the anterior insula, responds to feedback in the learning process (Stewart et al., 2014; van den Bos et al., 2012). The anterior insula network is also implicated in punishment-based learning and risk prediction (Palminteri et al., 2012; Preuschoff et al., 2008). Finally, the cingulate and pre-supplementary motor regions display coordinated neural activity that moderates action selection (Mueller et al., 2007) and action initiation (Srinivasan et al., 2013) during decision-making and learning tasks. We focus imaging analyses on these a priori large-scale networks to test the hypothesis that women with PTSD would demonstrate differential encoding of learning mechanisms during a neutral, non-threatening, and non-social reinforcement learning task.

2. Methods

2.1. Participants and assessment

29 adult women, aged 20–53, were enrolled in the study following study approval from the local Institutional Review Board. The PTSD sample was comprised of 15 adult women and the control sample was comprised of 14 women (Table 1). Inclusion criteria for the PTSD group were a history of directly experienced assault exposure and a current diagnosis of PTSD; exclusion criteria were the presence of psychotic disorders, a primary substance use disorder, or internal metal. Control participants were included based on female sex and age and excluded based on a history of assault exposure, mental health disorder, internal metal, or major medical disorder.

Assaultive trauma histories were characterized using the trauma assessment section of the National Women’s Survey and National Survey of Adolescents (Kilpatrick et al., 2000, 2003; Resnick et al., 1993), a structured interview used in prior epidemiological studies of assault exposure and mental health functioning among adult women and adolescents. Specific assaultive events were assessed with behaviorally specific dichotomous questions and included sexual assault, physical assault, and specific severe abuse from a caregiver.

Psychological disorders were assessed with the Structured Clinical Interview for DSM-IV Disorders (SCID) (First et al., 2002) administered by a trained clinical interviewer and supervised by a licensed clinical psychologist. Participants additionally completed the Posttraumatic Stress Checklist-Civilian Version (Blanchard et al., 1996) and Beck Depression Inventory-II (Beck et al., 1996).

2.2. Behavioral tasks

2.2.1. Reinforcement learning task

Participants completed two versions of a two-arm bandit task during fMRI, a general learning task and a social learning task, with the order of the tasks counterbalanced. The focus of analyses in this manuscript is the non-social, general learning task (Fig. 1) and a previous manuscript described the results from the social task (Gisler et al., 2015). In this task, participants were presented with two houses and were told that their goal was to identify as many unlocked houses as they could. To motivate performance, participants were told that they would receive bonus monetary compensation based on the number of unlocked doors they find; however, all participants were paid the same compensation. There were three phases of each trial: decision, where participants viewed the house options and made a selection; interval, where participants awaited the outcome of their decision; and outcome, where participants viewed the outcome (locked or unlocked) of their decision. There were 100 total trials, divided into four epochs of 25 trials with different reward probabilities. For example, in the first epoch, the left house could be associated with a 0.75 probability of being unlocked and this could switch to a 0.4 probability in the next phase (Fig. S1). The participant’s goal was to learn the structure of the changing probabilities in order to choose as many unlocked houses as possible to maximize monetary reward.

2.3. MRI acquisition and image preprocessing

MRI acquisition parameters and preprocessing are described in supplemental material.

2.4. Analyses

2.4.1. Reinforcement learning task analyses

We modeled participant behavior using a modified version of the Rescorla-Wagner (RW) reinforcement learning model (Rushworth and Behrens, 2008; Sutton and Barto, 1998). This simple and frequently used model takes the form of $V_{t+1} = V_t + \delta \alpha$, where $V$ refers to expected value of a chosen action, $\delta$ is a prediction error (PE; outcome, $V_t$), and $\alpha$ is a learning rate that ranges from 0-1. The expected value of a chosen action changes from trial to trial based upon $\delta$, such that a positive $\delta$ (i.e., receiving more than expected) increases expected value and a negative $\delta$ (i.e., receiving less than expected) decreases expected value. The learning rate, $\alpha$, controls the speed with which value expectations are updated, with higher learning rates leading to faster changes in expected value.

Following prior research (Behrens et al., 2007, 2008; Daw et al., 2006), we used the softmax function to transform value expectation into action probabilities through use of an exploration/exploitation parameter. To ensure best possible model fit, we tested four different RW-based models (Hauser et al., 2015) that manipulated whether the model was risk-sensitive (i.e., used a separate learning rate for positive and negative PEs) and whether the model updated the expected value of the unchosen option (i.e., anticorrelated updating of value expectation)
in a factorial design. One cell was the basic RW model (described above) using a single alpha to update value expectations with PEs. Anticorrelated models updated the value expectation of the unchosen options in the opposite direction of the PE (Gläscher et al., 2010; Hauser et al., 2014). Risk sensitive models (Hauser et al., 2015; Niv et al., 2012) used a separate learning rate for positive and negative PEs and therefore had three free parameters while the not risk-sensitive models contained two free parameters. The anticorrelated and risk sensitive model updated the value of the unchosen option using the learning rate based on the sign of the PE.

The respective model’s free parameters were fit by maximizing the sum of the log likelihood of action probabilities. We searched through continuous parameter space using Matlab’s fmincon function, in which we constrained the searched parameter space for learning rates between 0 and 1 and for exploration/exploitation parameters between 0 and 10. Likelihood ratio tests were performed on aggregate log likelihoods for each model to determine which model best fit our participants’ behavior (Daw et al., 2011). The overall best-fitting model for the sample was used to define the value expectations and PEs for each participant using the sample mean of the alpha and beta parameters, consistent with prior research (Daw et al., 2006; Daw, 2011). The resulting value expectation and PE values were carried forward to the fMRI analyses.

2.4.2. fMRI analyses

We chose to use Independent Component Analysis (ICA) to identify large-scale brain networks and their associated timecourses (Calhoun et al., 2009; McKeown et al., 1998). One free parameter that must be selected when conducting ICA is the number of components for which to solve (Calhoun et al., 2009). We selected 35 components, as this model order among these data provided a good balance between specificity without canonical components (e.g. default mode network) splitting into different sub-networks. 18 of the 35 components were deemed functional networks (versus artifact from head motion or CSF, etc.), and from these we selected the following a priori networks for further analysis: frontoparietal, cingulate and pre-SMA, bilateral insula, and a mPFC and ventral striatum network (Fig. 2).

2.4.3. Within-subject ICA network timecourse analyses

In order to determine task-related activation of component
networks, we generated general linear models (GLMs) with individual subject-specific design matrices for each participant and using AFNI (3dREML; Cox, 1996) to generate the design matrices. The design matrix included the following regressors: outcome phase, outcome phase x PE, anticipation phase (waiting for the outcome after making a decision), anticipation phase x value expectation, decision phase, and decision phase x value expectation. Using Matlab, we regressed the a priori ICA component timecourses onto this design matrix to estimate the beta coefficients for value expectation and PEs.

2.4.4. Between-subject ICA network timecourse analyses

We performed one-sample t-tests on the beta coefficients of each a priori component of interest to determine group-level patterns of component encoding of value expectation and PEs. Next, we used robust regression to compare first-level beta coefficients between groups, separately for value expectation and PEs, and covarying for age, ethnicity, and education level across the a priori networks of interest.

In additional follow-up analyses, we also tested scalar relationships between network component activation during PE and task performance (i.e., number of trial wins) as well as with PTSD and depression severity, comorbid diagnoses, and PTSD symptom clusters among the PTSD group.

2.4.5. Exploratory voxelwise analyses

We supplemented the network-level analyses provided by the ICA with a whole-brain voxelwise analysis. We performed one-sample t-tests and achieved a corrected P < 0.05 by identifying significant clusters of activation with a threshold of |t|(28) = 3.408 (p < 0.001) and a minimum of 19 contiguous voxels, using AFNI 3dFWMx (Cox, 1996) to estimate the smoothness of these data and 3dClustSim to define the corrected cluster size given the amount of smoothing using an spatial autocorrelated function (Eklund et al., 2016).

3. Results

3.1. Reinforcement learning task

3.1.1. Model choice

The risk-sensitive, anticorrelated model slightly outperformed the other three models tested (Table 2). Additional comparisons of this model ensured internal validity such that the positive and negative alphas were different within the risk-sensitive anticorrelated model (p = 0.0029, t(28) = 3.2574).

Fig. 2. Identified Component Networks of Interest. Our ICA algorithm identified 35 components. After selecting out 17 as noise, we inspected the remaining 18 networks and compared component activation between groups for our five a priori selected networks of interest. We ran our final analyses on the left and right frontotoparietal networks (top), cingulate-preSMA and anterior insula networks (middle) and ventral striatum/mPFC (bottom). The maps indicate the degree to which each voxel contributes to the network of activation (colors represent z-scores), thresholded at z = 1.0. (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

3.1.2. Between-group comparison of model fit

The learning model’s average accuracy of predicting participants’ choices was 0.730 (SD = 0.15), which is significantly better than chance (p < 0.001). Model accuracy for the overall best-fitting model did not differ between groups (ps > 0.14). Group comparisons of modeling parameters were not significantly different (Table S1).

3.2. fMRI analysis

3.2.1. Networks identified with ICA

Of the 35 components obtained by the ICA, 17 were interpreted as artifacts and 18 were interpreted as meaningful neural network components. The a priori networks of interest were the left and right frontotoparietal, cingulate-preSMA, anterior insula and ventral striatum/mPFC networks (Fig. 2). The remaining networks consisted of visual, somatosensory, motor, auditory, inferior frontal, mid-ventral insula, basal ganglia, and parahippocampal networks (Table S2).

3.2.2. Group differences in network activation during PE

We next compared network activation in response to the task parameters between groups. These analyses revealed significantly less engagement of the ventral striatum/mPFC (p = 0.0172, t(24) = −2.5598) and anterior insula (p = 0.0061, t(24) = −3.0041) networks during positive PE encoding in the PTSD group (see Table 3, Fig. 3). There were no other significant between-group differences in network activation.

Table 2

<table>
<thead>
<tr>
<th>Model</th>
<th>Aggregate Log-Likelihood</th>
<th>AIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rescorla-Wagner</td>
<td>−1091.3</td>
<td>2186.6</td>
</tr>
<tr>
<td>Risk-sensitive, uncorrelated</td>
<td>−1047.9</td>
<td>2101.7</td>
</tr>
<tr>
<td>Not Risk-sensitive, anticorrelated</td>
<td>−1117.1</td>
<td>2238.1</td>
</tr>
<tr>
<td>Risk-sensitive, anticorrelated</td>
<td>−1021.4**</td>
<td>2048.8**</td>
</tr>
</tbody>
</table>

3.2. fMRI analysis
values indicate a reduction in encoding of negative prediction errors for the PTSD group. Negative t-values within groups during prediction error indicate encoding of negative prediction errors, while positive t-values indicate encoding of positive prediction errors. Negative t-values for the group comparisons indicate a reduction in encoding of positive prediction errors for the PTSD group, while positive t-values indicate a reduction in encoding of negative prediction errors for the PTSD group.

Table 3
Brain regions differentially encoding the computational parameters of interest in a whole-brain between-group comparison. We used within group one-sample t-tests and between group robust regression to compared component networks’ timecourse activity during the prediction error and value expectation stages of the task. Negative t-values within groups during prediction error indicate encoding of negative prediction errors, while positive t-values indicate encoding of positive prediction errors. Negative t-values for the group comparisons indicate a reduction in encoding of positive prediction errors for the PTSD group, while positive t-values indicate a reduction in encoding of negative prediction errors for the PTSD group.

<table>
<thead>
<tr>
<th>Computation Parameter</th>
<th>Component</th>
<th>Group</th>
<th>PTSD vs. Control Group</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>t value</td>
<td>p value</td>
</tr>
<tr>
<td>Prediction Error</td>
<td>Left Frontoparietal</td>
<td>0.5925</td>
<td>0.5645</td>
</tr>
<tr>
<td></td>
<td>Ventral Striatum/mPFC</td>
<td>4.4386</td>
<td>0.0008</td>
</tr>
<tr>
<td></td>
<td>Right Frontoparietal</td>
<td>2.0643</td>
<td>0.0613</td>
</tr>
<tr>
<td></td>
<td>Cingulate-preSMA</td>
<td>−5.2975</td>
<td>0.0002</td>
</tr>
<tr>
<td></td>
<td>Anterior Insula</td>
<td>3.1886</td>
<td>0.0078</td>
</tr>
<tr>
<td>Value Expectation</td>
<td>Left Frontoparietal</td>
<td>−5.8789</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>Ventral Striatum/mPFC</td>
<td>2.0737</td>
<td>0.0603</td>
</tr>
<tr>
<td></td>
<td>Right Frontoparietal</td>
<td>0.1158</td>
<td>0.9097</td>
</tr>
<tr>
<td></td>
<td>Cingulate-preSMA</td>
<td>−4.4684</td>
<td>0.0008</td>
</tr>
<tr>
<td></td>
<td>Anterior Insula</td>
<td>−4.1850</td>
<td>0.0013</td>
</tr>
</tbody>
</table>

3.2.3. Network activation as a function of task parameters within each group

We next compared network engagement in the five networks of interest within groups (Table 3). In the control group during PE encoding, these analyses revealed significant encoding of positive PEs within the ventral striatum/mPFC (p = 0.0008, t(12) = 4.4386) and anterior insula (p = 0.0078, t(12) = 3.1886), and significant encoding of negative PEs in the cingulate-preSMA (p = 0.0002, t(12) = −5.2975). During value expectation in the control group, we also observed significant network activity in the left frontoparietal (p = 0.0001, t(12) = −5.8789), cingulate-preSMA (p = 0.0008, t(12) = −4.4684), and anterior insula (p = 0.0013, t(12) = −4.1850) networks. In the PTSD group, we identified significant encoding of negative PEs in the cingulate-preSMA network (p < 0.0001, t(15) = −5.9499), and significant encoding of value expectation in the left frontoparietal (p = 0.0003, t(15) = −4.7517), cingulate-preSMA (p = 0.0016, t(15) = −3.8329), and anterior insula (p = 0.0058, t(15) = −3.2164).

3.2.4. Network activation as a function of individual difference variables

Follow-up analyses of anterior insula and ventral striatum/mPFC networks failed to reveal any significant relationship between these networks’ encoding of PEs and task performance (number of trial wins; p = 0.9432, t(22) = −0.7238; p = 0.4886, t(24) = 0.0348, respectively). We also tested for relationships with PTSD symptom clusters among the PTSD group specifically and did not observe any significant relationships with symptom severity (anterior insula p = 0.8186, t(11) = 0.2349; ventral striatum/mPFC p = 0.8869, t(11) = 0.1456) or individual symptom clusters (Table S3). We also did not observe any relationships with neural encoding of PEs and depression severity (BDI total score) or comorbid substance use disorders among the PTSD group (Table S3).

3.2.5. Exploratory voxelwise analyses

One-sample t-tests for voxelwise comparisons revealed clusters of significant encoding of negative PEs in the premotor and dorsal anterior cingulate cortices in addition to encoding of positive PEs in the striatum and visual association areas (Fig. S2). Between-group voxelwise analyses failed to reveal any group differences in modeling parameter encoding following correction for multiple comparisons.

3.2.6. Ruling out task order effects

Given that the order of the neutral task and social task was counterbalanced across participants, we performed additional analyses to test for any confounding effects of task order. There was no effect of task order or task order x group interaction on neural encoding of prediction errors in either the ventral striatum/mPFC network or anterior insula network (t(22) = 0.510, p = 0.615; anterior insula: t(22) = 0.0155, p = 0.9878, respectively), and the main effect of group remained significant in both cases. However, we did observe a significant interaction on the softmax exploration/exploitation parameter, such that control participants were more exploitative that PTSD participants when completing the neutral task first. Full results are provided in Supplemental Table S4.

4. Discussion

In this study, we investigated the relationship between PTSD and reinforcement learning during a neutral, non-threatening, and non-social task. While predominant models of PTSD emphasize differences in fear acquisition and extinction learning, which presumably rely upon mechanisms of reinforcement learning, it is thus far unclear whether...
stimulus-association learning deficits extend beyond the domain of fear learning. Consistent with prior research, we found support for a risk-sensitive, anticorrelated RW-model as the best predictor of participant behavior on the neutral bandit task (Hauser et al., 2015; Niv et al., 2012). Our behavioral modeling revealed no overall differences between groups concerning number of trial wins or learning strategy, though there was some evidence that the PTSD group was less exploitative if they performed the neutral task first. Additionally, we observed weaker neural encoding of positive PEs in an anterior insula cortex network, and to a lesser degree in a ventral striatum/mPFC network, which supports the hypothesis of general neural differences in learning mechanisms in PTSD outside of fearful or social contexts. Prior to discussing these results in more detail, it is important to note the current small sample size and that inferences should accordingly be tempered.

Using Independent Component Analysis (ICA), we identified eighteen functional brain networks and focused on five a priori networks to compare PTSD and control groups. One identified network was a ventral striatum/mPFC network, comprised of the striatum, nucleus accumbens and medial prefrontal cortex. Whereas control women demonstrated robust positive PE encoding in this network, we saw no evidence for positive PE encoding by this network in the PTSD group. The ventral striatum/mPFC network, specifically the mPFC, has been shown to be important in reinforcement learning, as this network moderates goal-directed decision-making through encoding of a value signal in the vmPFC (Hare et al., 2009; Hiser and Koenigs, 2017) and allows the switch between planning and performance of motivated actions (Gläscher et al., 2012). Our observation of reduced encoding of positive PE in the ventral striatum/mPFC network provides neural evidence to support behavioral observations which indicate reduced reward expectancy (Hopper et al., 2008) and dampened motivation to pursue reward (Elman et al., 2005) in combat veterans with PTSD. A previous study from our group provides further support of neural impairment in response to value in PTSD, as we observed reduced encoding of expected social value in the pACC, dmPFC, middle frontal gyrus and temporoparietal junction in women with PTSD on a social learning task (Cisler et al., 2015). These observations, along with the finding that hypoactivation of the vmPFC is a robust correlate of PTSD (Etkin and Wager, 2007), indicate an impairment in encoding reward-related PEs in women with PTSD, irrespective of task context.

Similarly, among the control group, the anterior insula (AI) network robustly encoded positive PEs, whereas there was no evidence for AI positive PE encoding among the PTSD group. This observation is consistent with previous research from our group of lesser activation within the AI during trust violations on a social learning task for adolescent girls with a history of assault compared to healthy controls (Lenow et al., 2014). Beyond the general role of the insula in mediating attention as a key node of the salience network (Bressler and Menon, 2010), the insula has also been implicated inencoding risk and risk PEs (Preuschoff et al., 2008). The current result of weaker encoding of PEs in the AI among women with PTSD is interesting in light of prior research identifying hyperactive insula activity in PTSD (Hopper et al., 2007; Paulus and Stein, 2006). Given the canonical PTSD symptom of hypervigilance and the role of the insula in mediating attention as a key node of the salience network (Bressler and Menon, 2010), it might be expected that PTSD is associated with heightened AI encoding of PEs, regardless of the sign (i.e., positive versus negative PEs). However, the weaker encoding of positive PEs in the present context might better reflect the insula’s role in learning (Doya, 2008; Preuschoff et al., 2008) rather than salience detection. As such, the results support an interesting dissociation in PTSD between insula hyper-vs hypoactivity depending on cognitive process. Further, negative PEs were encoded equally strongly in both groups in a component representing the dorsal anterior cingulate cortex and pre-SMA, suggesting that the PE encoding deficit we observe here in PTSD is specific to positive PE encoding during a neutral reinforcement-learning task.

The current results advance the hypothesis that PTSD is characterized by a broader deficit in mechanisms of reinforcement learning outside of the context of fear-relevant stimuli, likely through an impairment in neural encoding of positive PEs in the mPFC, ventral striatum and insula. This finding may have implications for understanding treatment response to therapies that utilize learning paradigms, such as exposure therapy. Exposure therapy is based on a fear extinction model, such that exposure to conditioned stimuli (i.e., trauma cues) in the absence of a negative outcome (i.e., PE) weakens the associative strength of the conditioned stimuli and results in less anticipatory anxiety. While prolonged exposure is one of the gold standard treatments for PTSD, remission rates are only ~55–60% (Foa et al., 1991, 1999). A reasonable hypothesis is that a general deficit in encoding of PEs might interfere with extinction learning, thus weakening the efficacy of exposure-based therapies. It is also possible that individual differences in PE encoding might predict response to exposure therapies, potentially serving as a marker for individuals who are able to benefit from exposure therapies and form new, safe associations. Additionally, a domain-general impairment in PE encoding in PTSD would presumably impact areas of functioning outside of fear extinction and exposure therapy domains, including social learning, reward learning, and neuroeconomic contexts and other learning domains that are dependent on PE encoding. Future research should continue to investigate mechanisms of learning in PTSD and their relationships to broader domains of functioning as well as treatment response.

While the current study has promising results for better understanding learning mechanisms of PTSD and informing future research on treatments for the disorder, it is not without its limitations. Firstly, our relatively small sample size of 29 presents potential challenges for reproducible effect sizes and did not include a trauma-exposed group without a PTSD diagnosis. Secondly, our sample was limited to biologically female participants so these observations cannot be generalized to men with PTSD. Finally, our PTSD group had significant comorbidity, which is representative of the clinical population but nonetheless the degree of comorbidity limits the specificity of our inferences.
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